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1. Abstract
With the continuous development of mobile and semantic IoT (In-
ternet of Things), the number of news images is increasing sharply. 
Automatic semantic annotation technology is an important tool to 
manage and retrieve news images. Therefore, the study is focused 
on the automatic semantic annotation of news images. First, the 
problems of the existing automatic annotation methods of news 
images are analyzed and studied, and then an automatic semantic 
annotation method of news images based on the fusion of weight 
and features is proposed. The proposed method extracts the colour 
features, texture features, and shape features of news images to de-
termine their stability by using the standard deviation of features, 
and then calculates the weighting coefficient to realize automatic 
annotation of the news images. The results of the study in the co-
rel5k dataset show that the accuracy of the weight-feature fusion 
annotation model is 60% for the colour feature, 62% for the texture 
feature, and 67% for the mixture of colour, shape, and texture. The 
accuracy of the fusion of weight and feature annotation method is 
7% higher than that of the single feature annotation method. The 
maximum accuracy of the fusion of weight and feature annotation 
method is 91.2%. The study provides a reference for the research 
of automatic annotation of news images.

2. Introduction
The semantic web is a network that takes the machine as the center 
and connects with the computer or other electronic equipment to 

make it have high intelligence and sharp logical judgment ability. 
A sound semantic network is like a human brain, and can insight 
into the user’s intention. And it can achieve the user’s goal inde-
pendently. A semantic network is a graph structure that represents 
knowledge in the form of patterns of interconnected nodes and arcs 
and its classification of networks are Definitional networks, As-
sertional networks, Implicational networks, Executable networks, 
Learning networks, Hybrid networks. The classifications of se-
mantic network are Definitional networks, also known as a gene-
ralization or subsumption hierarchy, emphasise the relationship 
between a concept type and a newly defined subtype. Assertional 
networks are intended to validate propositions. As models of the 
conceptual structures underlying natural language semantics, some 
assertional networks have been proposed. Implicational networks 
connect nodes using implication as the principal relation. Execu-
table networks incorporate mechanisms such as marker passing or 
associated routines. Learning networks construct their representa-
tions by learning from examples. Hybrid networks integrate two or 
more of the preceding strategies in a single network or in distinct 
but closely interconnected networks. With the development of the 
Internet and multimedia information technology, more and more 
cameras and other electronic devices are used in our lives. And va-
rious images appear accordingly and are applied unprecedentedly. 
Also, the development of the Internet makes them spread faster 
and faster [1, 2] . The large-scale increase of news images has a 
higher demand for the management, retrieval, and storage. The au-
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tomatic annotation can make users understand the content of news 
images directly, and manage, retrieve, and classify massive news 
images based on semantics. Automatic annotation is the process 
by which a computer system automatically assigns metadata in the 
form of captioning or keywords to a digital image and also defined 
as automatic image tagging or linguistic indexing. For the news 
images generated and accumulated by the speed of TB every day, 
the semantic automatic annotation method of news images can 
help users locate the target image quickly, improve the utilization 
rate of news images, and provide convenience for the public to 
obtain news images[3]. The studies on automatic semantic anno-
tation of news images have made great achievements in China and 
foreign countries. Albukhitan et al. (2020) [4] pointed out that a 
great deal of digital content is produced, which makes people need 
to establish an image analysis and retrieval system based on image 
processing and machine learning. They also explained that ma-
chine learning can bridge the semantic gap in image retrieval, and 
proposed an automatic annotation framework of images, which 
can acquire training images from social media, and combine su-
pervised and unsupervised machine learning to retrieve images. 
Besides, the research also emphasizes that the performance of the 
annotation system can be optimized with the increase of the num-
ber of images continuously, and suggests that the hardware of the 
machine learning algorithm should be upgraded to improve the 
speed of image retrieval. Tarek (2018) [5] proposed a semantic 
annotation framework for the Arabic language based on the deep 
learning model, which uses different models to annotate a set of 
given Arab documents and ontology. The results show that diffe-
rent vectors and matching can be done by using different Arabic 
language embedding models, which proves that the framework 
has good performance. Dutta et al. (2018) [6] pointed out that 
advanced digital capture technologies contribute to the explosive 
growth of network images. To retrieve the required images from a 
large number of images, users are more interested in text queries 
than other visual image-query methods. The processing system for 
textual image queries will be used to identify the picture category 
for the selection of a subset of images to search for data responsive 
to the query. The query can be used by an output type selector, 
which is part of the query processing system, to identify the que-
ry’s output type. Visual image-query is the method of searching 
image databases for items that are relevant to a user query and 
the searching problem is reconstructed as an information retrieval 
challenge. Semantic annotation of images is considered an im-
portant step to realize image processing and retrieval. Semantic 
annotation marks the existing images on the network, which can 
interpret the images and make the search process easier. To anno-
tate the image effectively, many image interpretation techniques 
are produced to explore semantic concepts of images. However, 
due to the complexity and diversity of images, establishing an ef-
fective annotation method of images is still very challenging, and 
gains much attention. Ma et al. (2019) [7] argued that automatic 

annotation of images is one of the basic problems of computer 
vision and machine learning, and provided a set of text tags to 
describe the semantics of a given image. In the last decade, a large 
number of annotation technologies of images are put forward, and 
many achievements are achieved in the studies on the annotation 
of various datasets. However, most of the research is still limited to 
the quantitative results of the data, ignoring the key factors related 
to the attributes and evaluation indicators of the datasets, which 
have a considerable impact on the research results. Here, after the 
10 most advanced annotation methods of images are evaluated by 
CNN (convolutional neural networks), a new quantitative method 
is proposed after the specific deviation of the dataset, the evalua-
tion criteria of each tag on each image, and the influence of chan-
ging the number and types of the tags, are analyzed. In content-
based image retrieval systems, color and texture characteristics 
are essential. Color descriptors include color histograms, color 
moments, and Color Coherence Vector (CCV) features, whereas 
texture descriptors include discrete wavelet transform features and 
co-occurrence matrices.

Although domestic and foreign scholars do some research on the 
automatic semantic annotation of news images, the accuracy of the 
automatic semantic annotation of news images is still low. To im-
prove the performance of automatic semantic annotation of news 
images, the method of combining the bottom visual features and 
the fusion of the color features, texture features, and shape features 
of images is studied.

3. Automatic Annotation of News Image Based on 
Fusion Features
3.1. Basic concepts and process of semantic annotation of 
images

Semantic annotation of images is the process of automatically 
generating relevant semantic words to explain the content of the 
image. To facilitate the process of semantic annotation, automa-
tic annotation can be regarded as the language description process 
of the machine. On convenience grounds, the image training sets 
with tags are set as A, the image training sets without tags are set as 
B, the semantics of the tag corresponding to the image training set 
B is C {c1, c2, c3,..., cn } , and Ci is the keyword. The process of au-
tomatic annotation of images is as follows: a certain mode is used 
to calculate the randomly selected image Ai, find the keywords 
describing the image, and then annotate it. The semantic automa-
tic annotation model of images is in Figure 1, which shows that 
the standard automatic annotation model of images can be divided 
into three parts: underlying visual feature extraction, generation 
annotation model, and the annotation of the images. The process 
of semantic annotation falls into three stages: text-based manual 
annotation stage, content-based automatic annotation stage, and 
semantic-based annotation stage. Figure 1 shows the process of 
semantic annotation [8-11]. The technique of manually identifying 
areas in a picture is known as manual annotation.
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Figure 1: The process of semantic annotation
3.2 Feature extraction

The colour feature is a feature of the surface of the object in a 
news image based on pixel point feature. Colour features are easy 
to extract, have less dependence on the size and direction of the 
image, and high robustness. Also, they are the most intuitive at-
tributes of objects. Only using the colour features of objects can 
distinguish semantic categories [12]. The principle of the colour 
moment is to use an image matrix to reflect the distribution of co-
lours. The Principle of the color moments are mostly employed in 
image retrieval applications as characteristics for colour indexing 
in order to compare how similar two images are based on colour 
and it is addressed in the revised manuscript.The common colour 
moments have a first moment, second moment, and third moment. 
The first moment describes the average colour of the image, the 
second moment describes the colour distribution of the image, and 
the third moment describes the symmetry of the colour distribution 
of the image. The colour moment has the advantages of low di-
mension, fast speed, and high accuracy [13]. The colour moments 
in RGB colour space are used to extract the colour features of news 
images. The first moment, second moment, and third moment are 
calculated in equations (1) ~ (3).

In equations (1) ~ (3), i is the components of the colour model,  i   
1 is the components of R, i   2 is the components  of G,  and  i   3 is  
the  components  of B.  pij   is  the  probability  that  the  pixel  of 
the  colour component i is j , and N is the number of pixels.

Since news images have the characteristics of high visual simi-
larity, colour features cannot be used to describe and distinguish 
news images [14- 15]. Therefore, in the research of automatic se-
mantic annotation of news images, it is necessary to extract other 
features of news images. The texture feature of an image describes 
the arrangement of the components of each object in the image, 
and it is a periodically changing visual element. There are three 
commonly used texture feature extraction methods, which are 
statistics-based texture feature extraction  method,  signal  pro-
cessing-based  texture  feature  extraction  method,  and  struc-
ture-based  feature extraction method [16-18]. The research object 
of the texture feature extraction method based on statistics is the 
gray value  of the  current pixel,  and the  extracted texture  fea-
ture is the  first  or higher  derivative  statistical information of 
gray. The research object of the texture feature extraction method 
based on signal processing is the image that changes in the time 
domain or frequency domain, and the extracted texture feature is 
the stable feature in the changes. Texture features extracted by the 
structure-based feature extraction method are texture elements. 
Based  on the  above  analysis,  SIFT  (Scale Invariant Feature  
Transform),  Gabor  filter,  and  sparse coding are used as the tex-
ture feature extraction method. The extraction process is shown in 
Figure 2.

SIFT (Scale Invariant Feature Transform) - The scale-invariant 
feature transform (SIFT) is a computer vision feature identification 
algorithm used to find and describe local features in images. Gabor 
filters are bandpass filters that are used in image processing to ex-
tract features and analyse texture. The shape of the news image is 
important content in describing the news image. The method with 
a constant size and changing features is used to extract the shape 
features of the news image. To obtain the feature vector with a 
constant size and/changing features, the extreme value of the scale 
space needs to be tested to find the direction of the selected feature 
points [19]. The process of shape feature extraction is divided into 
four steps:

1) All images in the scale space are searched, and the maximum 
and minimum values of the scale space are detected by using 
Gaussian differential function to obtain the scale and the extreme 
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point, which is invariable.

2) Gaussian blur is applied to the image to find the position of the 
feature points with less change.

3) The orientation of feature points is determined by the position 
of local feature points.

4) Local gradients are measured for feature points of different 
scales, which need to be described [20-22].

Based on the above, the colour, texture, and shape features of the 
news images are obtained, but the results are unsatisfactory in  
some  dimensions.  Therefore, the  features  of each dimension 
are  fused to  obtain their weight.  In  probability  statistics,  the  
standard  deviation  represents  the  volatility  of data,  and  the  
standard deviation of each dimension of the news images is posi-
tively related to the stability of the feature. Suppose that the dataset 
of the news images has x classes, each class has y graphs, and the 
feature dimension is Z. Then the standard deviations of class a and 
the dimension b are shown in equation (4) [23, 24].

The weight matrix of each class and dimension is shown in equa-
tion (5).

In equation (5), 

The process of semantic annotation of the news images based on 
weight fusion is shown in Figure 3.

Figure 3 shows that the colour moment method is used to extract 
colour features of remote sensing images based on RGB space, the 
texture features of remote sensing images are extracted by mixed 
methods, and the shape features of remote sensing images are ex-
tracted by SIFT. And then the weight fusion of the extracted

visible features of remote sensing images is carried out [25]. 
Support Vector Machine (SVM) classifier is used to classify the 
regression models from the group of data. Also, it is known as 
non-probabilistic, binary linear classifier. It majorly used to sepa-
rates the data into classes.

Figure 2: Feature extraction

Figure 3: Semantic annotation of the news images based on weight fusion
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3.3 Experimental methods and datasets

The  effectiveness  of  weight  determination  and  weight  fusion  
is  tested  respectively  to  verify  the effectiveness of the automa-
tic annotation method. And the performance of the framework is 
tested by Corel5k, which is widely used in the field of automatic 
annotation of images. The Corel5k dataset is shown in Figure 4. 
The Corel image dataset covers multiple images with different the-
mes and consists of several CDs. Each CD contains 100 images of 
the same size, which can be converted into a variety of formats. 
Each CD represents a semantic theme, such as buses, dinosaurs, 

and beaches. Corel5k image dataset is usually divided into three 
types: 4000  images  as  the  training  set,  500  images  as  the  
validation  set  to  estimate  model  parameters,  and  the remaining 
500 images as the test set to evaluate algorithm performance. After 
the optimal model parameters are found by using the validation 
set, 4000 training sets and 500 validation sets are mixed to form a 
new training set.

Each image in the dataset is tagged with 1-5 words, and 374 tag-
ging words in the training set and 263 tagging words in the test set 
are used [26, 27].

Figure 4: Corel5k dataset (partial)

4. Deep Learning Annotation Method of News 
Images Based on the Fusion of Multiple Features
4.1 Improvement of DBN

DBN (Deep Brief neural network) is a generated model, which 
consists of multiple dominant neurons and recessive neurons. Do-
minant neurons are used to receive input and recessive neurons are 
used to extract features. After  the  weights  between  the  neurons  
are  trained,  the  whole  neural  network  can  generate  training  
data according to the maximum probability. DBN stands for Deep 
Belief Network which is used as a generative graphical model,  and  
it  can be thought  of as  a  combination of simple, unsupervised 
networks like  limited Boltzmann machines. Boltzmann machines 
are stochastic and generative neural networks that can describe and 
solve challenging combinatorial problems by learning internal re-
presentations and is also known as a stochastic Hopfield network 
with hidden units. Restricted Boltzmann Machine (RBM) is a ge-
nerative stochastic artificial neural network capable of learning a 
probability distribution across a collection of inputs .DBN is com-
posed of several limited Boltzmann machines. And the network 
structure of a typical DBN is shown in Figure 5, which reflects that 
there are many multi-layer nodes in DBN [28, 29]. The nodes in 
each layer are not connected, while the nodes of the two adjacent 
layers are fully connected. The nodes in the bottom layer of the 
network are observable variables, and the nodes in other layers are 
hidden variables. The connection between the top two layers is un-
directed,  and the  connection between the  other layers is directed. 
The training of DBN  can be divided into two steps: 1. Training 

each layer of RBM (Restricted Boltzmann Machine) network in-
dependently and unsupervised. When the feature vector is mapped 
to different feature spaces, the feature information is obtained as 
much as possible; 2. Setting up BP (Back propagation) network at 
the last layer of DBN. The output eigenvector of RBM is used as 
its input eigenvector, and the entity relation classifier is trained. 
Moreover, the weight in its layer is the best for the vector mapping 
of the layer, and not for the feature vector mapping of DBN. BP 
propagates the error to each layer of RBM from top to bottom, and 
adjusts the whole DBN. The training of RBM network model can 
be regarded as the initialization of the weight parameter of deep 
BP network, which makes up for the shortcoming of long-time 
training of BP network [30, 31].

Since the original Boltzmann machine annotation model limits the 
visible layer to binary variables, the features of news images are 
used as the visible layer input of DBN, and each neuron is a real 
number. Therefore, the traditional constrained Boltzmann machine 
needs to be improved. The improved Boltzmann machine, like the 
traditional Boltzmann machine, is still composed of a visible layer 
and a hidden layer. The node in the visible layer is defined 
, and the node  in the hidden layer is a binary variable. 
The energy function is shown in equation (6), the state of the node 
in the visible layer is shown in equation (7), and the state of the 
node in the hidden layer is shown in equation (8).
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News images contain rich content. It is difficult to make full use of 
all the information contained in the news images by using a single 
feature for automatic semantic annotation, which reduces the ac-
curacy of remote sensing annotation of news images. G1 represents 
the colour feature vector, G2 is the texture feature vector, and G3 
is the shape feature vector. R = (r1, r2, r3) represents the weight 
fusion. The feature description of the news images is shown in 
equation (9).

The improved automatic annotation of news images is shown in 

Figure 6. The characteristics of the news images are taken as the 
input of the model, and then the Boltzmann machine network is 
trained upward layer by layer. Because of the feature vector  
of the news images, equation (6) is used to calculate the energy 
function. Equation (7) is used to calculate the hidden layer, and the 
calculated value of the hidden layer is taken as the input vector of 
the Boltzmann machine. And the equations of the energy function 
of other Boltzmann machines remain unchanged, and the steps are 
continued to the last layer of DBN. In the last layer of DBN, the 
output feature vector of the Boltzmann machine is input into the 
classifier, and the category of the news images is used as the anno-
tation word to complete the annotation of the news images. Then, 
the hidden layer is restored, and the BP network structure is used to 
optimize the annotation model. After the features are transformed 
layer by layer, the features of the news images input to the network 
are transformed from the initial space to the new feature space, 
forming the ideal features suitable for annotation. The network 
structure is shown in Figure 6.

Figure 5: Structure of DBN

Figure 6: Automatic annotation of the news images
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4.2 Experimental methods

The effectiveness of the automatic annotation method based on the 
fusion of multiple features is verified from two aspects. The first 
is the influence of DBN on the accuracy of automatic annotation 
of news images, and  the  second  is  the  performance  of the  im-
proved  annotation  method  based  on  DBN.  For  the  first,  the 
following parameters are set: the number of visible node layers in 
the first layer Boltzmann machine and the feature dimension of the 
news images are set the same; the number of hidden layers is set 
as 2,3,4, and the number  of hidden  layer  nodes  is  set  as  200,  
300,  400,  and  500  respectively.  For  the  second,  a  group  of 
comparative  experiments  are  carried  out,  and  the  following 
parameters  are  set:  300,  600,  900  images  are extracted  res-
pectively  from  the  4000  images  of  Corel5k  image  dataset  as  
three  training  sets,  and  the experimental methods described in 
Section 2 and section 3 are employed.

5. Test of the Performance of the Framework
5.1. Experiment on Automatic Semantic Annotation of News 
Images Based on Weight

Figure 7 shows the Relationship between weight and annotation 
accuracy.

Figure 7 shows the accuracy of automatic semantic annotation of 
news images is 62% after it is weighted by using colour features, 
while the accuracy is 57% without the weight; the accuracy is 67% 
after it is weighted by using texture features, and 68% without the 

weight; the accuracy is 64% after it is weighted by using shape 
features, and  60% without the weight. From the above data, it 
is found that the accuracy of the automatic annotation of news 
images by using texture features is the highest. After it is weighted, 
the accuracy is improved. It is also found in Figure 7 that the an-
notation accuracy of the fusion of multiple feature is higher than 
that of a single feature.

Figure 8 shows the comparison between the annotation method 
based on the fusion of multiple features and the annotation me-
thod with a single feature in the case of different numbers of news 
images in the training set.

Figure 8 shows that when the number of training images is 300, 
the annotation accuracy of color feature is 60%, and the annotation 
accuracy of the texture feature is 62%. The annotation accuracy 
of the fusion of color, shape, and texture is 67%. When the nu-
mber of training images is 500, the annotation accuracy of color 
feature is 67%, and the annotation accuracy of the texture feature 
is 68%. The accuracy of the fusion of color, shape, and texture is 
73%. When the number of training images is 1500, the annotation 
accuracy of color feature is 87%, and the annotation accuracy of 
the texture feature is 89%. The accuracy of the fusion of color, 
shape, and texture is 94%. To sum up, with the increase of the nu-
mber of news images used for training, the annotation accuracy of 
a single feature is improved by 27%, and that of the fusion feature 
is always high, with an increase of 17%.

Figure 7: Relationship between weight and annotation accuracy



clinandmedimages.com                                                                                                                                                                                                                                                                      8

Volume 6 Issue 15 -2022                                                                                                                                                                                                                                  Research Article

Figure 8: Relationship between the number of training images and annotation accuracy

5.2. Test of the annotation method of news images based on 
feature fusion

The influence of DBN parameters on the annotation is shown in 
Figure 9.

Figure 9 shows that when the number of hidden layers is 2 and the 
number of hidden layer nodes is 200, the  annotation  accuracy of 
the  model  is  81.8%. When the number  of hidden nodes  is  300, 
the  annotation accuracy of the model is 86.9%, and the annotation 
accuracy of the model is the highest. When the number of hidden 
layers is 3 and the number of hidden layer nodes is 200, the anno-
tation accuracy of the model is 92.1%. When the number of hidden 
nodes is 300, the annotation accuracy of the model is 91.6%. When 
the number of hidden layers is 4 and the number of hidden layer 
nodes is 200, the annotation accuracy of the model is 89.5%. When 
the number  of hidden nodes is  300, the  annotation accuracy of the 
model is  87.8%. In a word, the annotation accuracy of the tagged 
network achieves the maximum when the number of hidden layers 
is 3 and the number of hidden layer nodes is 200. On a whole, with 
the increase of the number of hidden layers and hidden layer no-
des, the annotation accuracy ofthe network declines slowly.

Figure 10 shows the comparison of the accuracy of the semantic 

annotation of news images between the weight feature fusion me-
thod and the fusion method of multiple features.

Figure 10 shows that the accuracy of the deep learning annotation 
method based on the fusion of multiple features is higher than that 
based on the weight  feature fusion method, because the method 
can reveal the distribution features of high-dimensional feature 
data by active learning layer by layer, which can improve the per-
formance of semantic annotation.

The annotation results of some images are shown in Table 1.

Table 2 shows the comparison of annotation results of different 
algorithms in the Corel5k dataset.

Tables 1 and 2 show that the annotation accuracy of the proposed 
algorithm is higher than that of SVM,

NN, and  DBN.  When the  visual  features  of the  images  are  ex-
tracted,  the  feature  learning  strategy  of the reconstructed DBN 
model can directly optimize the visual features, and the  fine-tu-
ning network is used to construct a stronger feature expression 
network, which proves that the improved DBN and framework is 
feasible and effective in learning the semantics of visual features 
and images.

Figure 9: The influence of DBN parameters on the annotation (n = nodes)
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Figure 10: The comparison of the accuracy of the semantic annotation of news images between weight feature fusion method and fusion method of 
multiple features

Table 1: Annotation results of some images

Original images Annotation results Manual annotation results

The red color
The sun:
The bird

The sun:
The bird

The cloud

The cloud The cloud

The cloud
The trees

The mountains
The red color

The cloud
The trees

Table 2: Comparison of annotation results of different algorithms

Algorithms Accuracy
SVM(Support Vector Machine) 76.20%
NN(Neural Networks) 75.30%
DBN(Deep Brief Networks) 86.30%
The annotation method of the fusion of multiple features 91.20%

6. Conclusion
The problem of low accuracy of automatic semantic annotation 
caused by the complex structure of news images is studied. First, 
the fusion of multiple features is proposed to describe the news 
images, which improves the accuracy of the  single feature des-
cription method. And a new method of automatic annotation of 
news images by using weight feature fusion is put forward. This 
method extracts the color, texture, and shape features of news 
images, calculates the differences of the annotation of each class 
and dimension, and determines the stability of the data to obtain 
the coefficient matrix. Then, the visual features of the news images 
are weighted to get a reasonable feature descriptor, and the clas-
sifier is used to complete the semantic annotation of the news 

images. The method proposed solves the problem of low accuracy 
of automatic annotation of news images. However, it is limited 
to study the problem of the low accuracy of semantic automatic 
annotation by fusing the color features, texture features, and shape 
features of news images. In the future, this algorithm will be used 
in more feature research to improve its applicability.
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